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ABSTRACT

In this paper, we consider the bit rate maximizing problem

and power minimizing problem with integer bit allocation.

We will derive the duality between these two problems. We

will show that if a transceiver is optimal for the power-

minimizing problem, it is also optimal for the rate maxi-

mizing problem, and the converse is true. For the power

minimization problem with integer bit allocation, the solu-

tion has been found in the literature. However, there is no

solution yet for the rate maximization problem with integer

bit allocation. The duality allows us to develop an algorithm

for finding the rate-maximizing transceiver with integer bit

allocation using the solution of power-minimizing system. In

the simulations, we will compute the optimal solution for the

rate-maximizing problem using the proposed algorithm.

1. INTRODUCTION

MIMO channels arise in applications such as wireless com-

munication systems that use multiple antennas, multicarrier

communication systems, and also telephone cables that con-

sist of many twisted pairs. Many criteria have been consid-

ered in the transceiver designs for MIMO channels, e.g., [1]-

[7]. Optimal transceivers that maximize the mutual informa-

tion are proposed in [1, 2]. Bit error rate (BER) minimizing

transceivers are derived in [3, 4]. Optimal power minimizing

transceivers are given in [5, 6]. A unified framework for de-

signing MIMO systems with a power constraint is proposed

in [7]. A number of useful objective functions can be con-

sidered in this framework. For example, the optimal MMSE

transceivers that maximize the bit rate and mutual informa-

tion can be designed using this unified approach. In [8]-[12],

bit allocation is also incorporated in the design of MIMO sys-

tems. Optimal transceivers with bit allocation that minimize

the transmit power are proposed in [8, 9]. Bit rate maximiza-

tion systems are developed in [10, 11]. However, the bit al-

location obtained in these designs are not integers in general.

For the power minimization problem with integer bit alloca-

tion, an exhaustive search has been proposed in [12] to find

the optimal solution. The transceiver design for maximizing

bit rate with integer bit constraint has not been solved.

In the literature, bit rate and power are two commonly

used optimality criteria for the transceiver design. When there

is no integer constraint on the bit allocation, the duality be-

tween these two problems was discussed in [13]. In this paper,

we will consider the connection between these two problems

when bit allocation is integer constrained. We will show that

these two are actually dual problems; the optimal solution ob-

tained in either one problem is also optimal for the other. This

conclusion is very similar to the case without integer bit con-

straint, but the proof is more involved. The duality will be

derived without using any existing optimal solution. As a re-

sult, the duality can be obtained even for the rate maximizing

problem with integer bit allocation, which has not been solved

yet before. Furthermore, the duality result can be applied to

develop an algorithm to find the optimal solution of the rate

maximization problem with integer bit constraint using the

solution of the power-minimizing problem. In the simula-

tions, the optimal solutions for the rate-maximizing problem

will be computed using the proposed algorithm.

2. SYSTEM MODEL

A generic MIMO communication system is shown in Fig. 1.

The MIMO channel is modeled by a P ×N memoryless ma-

trix H. The P × 1 channel noise q is additive white Gaussian

noise with variance N0. The transmitter matrix F is of size

N × M with M ≤ min(P, N). The receiver matrix G is

of size M × P . The input of the transmitter is s, an M × 1
vector of modulation symbols. The symbols are assumed to

MPNM

HF G ss

x q

Fig. 1. MIMO communication system.

be zero mean and unit variance, i.e., E[sk] = 0 and σ2
sk

= 1
for k = 0, 1, · · · , M − 1. The autocorrelation matrix of s
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is assumed to be E[ss†] = IM , where † denotes the trans-

pose conjugate and the notation IM is used to represent the

M × M identity matrix. Hence the total transmit power P is

P = E{x†x} =
∑M−1

k=0
[F†F]kk, where x is the transmitter

output indicated in Fig. 1 and the notation [A]kl denotes the

(k, l)-th element of matrix A. The output of the receiver is

given by ŝ = GHFs + Gq. The error vector e is defined as

e = s− ŝ. The MMSE receiver is given by [14],

G = F†H†[HFF†H† + N0IP ]−1. (1)

The mean-squared error (MSE) matrix E = E[ee†] is given

by [14] E = [N−1
0 F†H†HF + IM ]−1. The k-th subchan-

nel error variance is σ2
ek

= [E]kk. For QAM modulation, the

symbol error rate ǫk of the k-th subchannel is well approxi-

mated by [15]

ǫk ≈ 4

(

1 − 1

2bk/2

)

Q

(

√

3βk

(2bk − 1)

)

, (2)

where bk is the number of bits loaded on the k-th subchannel,

and βk is the signal to interference-plus-noise ratio (SINR)

[16]. βk = 1/σ2
ek

− 1. The function Q(x) is the area under

a Gaussian tail, i.e., Q(x) = (1/
√

2π)
∫ ∞

x e−u2/2du. The

total number of bits that can be transmitted in one block is

B =
∑M−1

k=0
bk.

3. DUALITY OF THE TRANSCEIVER DESIGNS

We consider the power-minimizing and rate-maximizing

problems with integer bit allocation. The power-minimizing

problem with integer bit allocation is formulated as

(Apow,int)

minimize
F,{bk}

P =
∑M−1

k=0
[F†F]kk

subject to







∑M−1

k=0
bk = B0,

ǫk ≤ ǫ, 0 ≤ k ≤ M − 1,
bk ∈ Z+, 0 ≤ k ≤ M − 1,

(3)

where Z+ denotes the set of nonnegative integers. The rate-

maximizing problem with integer bit allocation is formulated

as

(Arate,int)

maximize
F,{bk}

B =
∑M−1

k=0
bk

subject to







∑M−1

k=0
[F†F]kk ≤ P0,

ǫk ≤ ǫ, 0 ≤ k ≤ M − 1,
bk ∈ Z+, 0 ≤ k ≤ M − 1.

(4)

Theorem 1. Consider the power-minimizing problem Apow,int

with a target transmission rate B0 and symbol error rate con-

straint ǫ. Suppose (F∗, {b∗k}) is optimal for Apow,int, and in

this case the minimized power is P ∗. Now for the problem

Arate,int with transmit power constraint P0 = P ∗ and error

rate constraint ǫ, the same (F∗, {b∗k}) also maximizes the

transmission rate and the maximized rate is equal to B0.

Proof: As (F∗, {b∗k}) is optimal for the problem Apow,int,

The bit rate is B∗ =
∑M−1

k=0
b∗k = B0, and all the symbol

error rates satisfy ǫ∗k ≤ ǫ. Now, let us consider the prob-

lem Arate,int with power constraint P0 = P ∗ and error rate

constraint ǫ. Suppose (F̃, {b̃k}) is optimal for the problem

Arate,int and the maximal bit rate is B̃ =
∑M−1

k=0
b̃k. All the

corresponding error rates ǫ̃k satisfy ǫ̃k ≤ ǫ and the transmit

power P̃ satisfies the power constraint, i.e., P̃ ≤ P ∗. Since

we already know the solution of Apow,int can achieve bit rate

B0 with power P ∗, the maximal bit rate B̃ in Arate,int must

be larger than or equal to B0, i.e., B̃ ≥ B0. We will prove the

theorem by showing (i) the maximized rate B̃ is in fact equal

to B0, and (ii) the transmit power P̃ is equal exactly to P ∗

(i) B̃ = B0: If B̃ = B0, we get the desired result that

(F∗, {b∗k}) is optimal for Arate,int. Suppose B̃ > B0 and

(F̃, {b̃k}) is optimal for Arate,int. First, we will show that

there exists a system (F̂, {b̂k}) that achieves a transmit power

P̂ < P ∗ with bit rate B̂ = B̃ − 1 and error rate ǫ̂k ≤ ǫ for

all k. Let ǫ̃k be the error rate on the k-th subchannel of the

optimal system. Then ǫ̃k is given by

ǫ̃k = 4

(

1 − 1

2b̃k/2

)

Q

(

√

3β̃k

(2b̃k − 1)

)

, (5)

where β̃k = 1/σ̃2
ek

− 1. The minimized power P̃ is given by

P̃ =
∑M−1

k=0
[F̃†F̃]kk ≤ P ∗. The bit rate B̃ is B̃ =

∑M−1

k=0
b̃k.

Suppose b̃k0
> 0 for some k0-th subchannel. Consider a new

system with the bit allocation changed to

b̂k =

{

b̃k0
− 1, k = k0,

b̃k, otherwise,
(6)

and the transmitter changed to F̂ = F̃D, where D is a diag-

onal matrix. [D]ll = 1 for l 6= k0 and [D]ll = µ for l = k0.

0 < µ < 1 is a positive real number to be chosen later. The

bit rate of the new system is B̂ = B̃ − 1 ≥ B0. The trans-

mit power P̂ of the new system is smaller than P ∗ because

0 < µ < 1. Next, we will show that with appropriate choice

of µ, the error rate ǫ̂k of the new system still satisfies ǫ̂k ≤ ǫ.

Using (2), ǫ̂k can be expressed as

ǫ̂k = 4

(

1 − 1

2b̂k/2

)

Q

(

√

3β̂k

(2b̂k − 1)

)

(7)

≤ 4

(

1 − 1

2b̃k/2

)

Q

(

√

3β̂k

(2b̂k − 1)

)

, (8)

where β̂k = 1/σ̂2
ek

− 1. Observe that the symbol error rate

ǫ̂k of the new system will be smaller than ǫ̃k if the quantity in

the Q function of (8) is larger than or equal to that in the Q

function of (5), i.e.,

1

2b̂k − 1

(

1

σ̂2
ek

− 1

)

≥ 1

2b̃k − 1

(

1

σ̃2
ek

− 1

)

, ∀k. (9)
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Since µ < 1, we have σ̂2
ek

≤ σ̃2
ek

, for k 6= k0 (see Lemma 1

in Appendix). This implies ǫ̂k ≤ ǫ̃k ≤ ǫ for k 6= k0. For

k = k0, we can always find µ < 1 such that (9) is satisfied.

For example, we can choose

µ =

√

1

β̃k0
+ 1

(

1 +
2b̂k0 − 1

2b̃k0 − 1
β̃k0

)

. (10)

It can be verified that 1 − µ2 =
β̃k0

β̃k0
+1

(

1 − 2
b̂
k0 −1

2
b̃
k0 −1

)

> 0,

and thus µ < 1. In this case, we have

1

σ̂2
ek0

=
µ2

[B]k0k0

=
σ̃2

ek0

[B]k0k0

(

1 +
2b̂k0 − 1

2b̃k0 − 1
β̃k0

)

(11)

≥
(

1 +
2b̂k0 − 1

2b̃k0 − 1
β̃k0

)

, (12)

where B = (N−1
0 F̃†H†HF̃ + D−2)−1. The last inequality

comes from the fact that σ̃2
ek0

≥ [B]k0k0
. Rearranging (12),

we can see that (9) is satisfied for k = k0. Therefore, we have

ǫ̂k ≤ ǫ̃k ≤ ǫ for all k. This means (F̂, {b̂k}) can achieve a

transmit power P̂ < P ∗ with bit rate B̂ = B̃ − 1 and error

rate ǫ̂k ≤ ǫ for all k. Using this technique, we can finally

find a system that achieves bit rate B
′

= B0 with transmit

power P
′

< P ∗ and error rate ǫ
′

k ≤ ǫ. This contradicts the

assumption that (F∗, {b∗k}) is optimal for Apow,int. Thus we

have B̃ = B0.
(ii) P̃ = P ∗: Suppose P̃ < P ∗. This means F̃ and {b̃k}

can achieve a smaller transmit power and still satisfy all the

constraints in Apow,int. This contradicts the assumption that

F∗ and {b∗k} are optimal for Apow,int. So we have P̃ = P ∗.

Therefore, we conclude that the maximized bit rate for

the problem Arate,int is B0 and the power used is P ∗ and

the solution (F∗, {b∗k}) of Apow,int is also optimal for the

problem Arate,int. △△△
When the symbol error rate constraint ǫ is fixed, the max-

imal rate for Arate,int is a function of the power constraint

P0. Similarly, for a fixed ǫ, the minimal power of Apow,int is

a function of target rate B0. For convenience, we use P ∗
int(x)

to denote the minimal transmit power for Apow,int when the

target bit rate x is given and B∗
int(x) to denote the maximal

bit rate for Arate,int when the power constraint is x.

The functions B∗
int(x) and P ∗

int(x). Using theorem 3,

we will see that B∗
int(x) is not continuous. It is a staircase-

like function as shown in Fig. 2(a). This means a nonzero

increase in the power constraint does not necessarily implies

a nonzero increase in the maximized bit rate. To explain this,

consider the problem Apow,int with two target bit rates B1

and B1 + 1. Let P1 = P ∗
int(B1) and P2 = P ∗

int(B1 + 1). We

can plot the minimal transmit power as a function of target bit

rate as in Fig. 2(b). By Theorem 1, we know B∗
int(P1) = B1

and B∗
int(P2) = B1 + 1. Now suppose the power constraint

P0 for Arate,int is such that P1 < P0 < P2. Then the maxi-

mal bit rate B∗
int(P0) for Arate,int is equal to B1 as we will

see next. Since we already know that the maximal bit rate is

B1 when the power constraint is P1, we have B∗
int(P0) ≥ B1.

Suppose B∗
int(P0) > B1. This contradicts the fact that P2 is

the minimal power for Apow,int when the target bit rate is

B1 + 1. Hence we have B∗
int(P0) = B1. This implies that

for any power constraint P that satisfies P1 ≤ P0 < P2, the

maximal bit rate is B∗
int(P0) = B1. When the power con-

straint P0 = P2, the maximal bit rate is increased to B1 + 1.

Therefore, B∗
int(x) is the staircase-like function in Fig. 2(a).

From the plot of B∗
int(P0) in Fig. 2(a) we can see that for

Arate,int there can be many solutions that achieve the same

maximal bit rate, but with transmit power smaller than P0.

To establish the duality with Apow,int, we will consider the

solution with the smallest transmit power among all possible

solutions.

B1 + 1

B1 + 2

B1

P2P1 P3

Maximal bit rate

Transmit power constraint

B
ã

int
(P0)

P0 B1 + 1 B1 + 2B1

P2

P1

P3

Minimal transmit

Target bit rate

B0

P
ã

int
(B0)

(a) (b)

Fig. 2. (a) Maximal bit rate as a function of power constraint

P0 for Arate,int. (b) Minimal transmit power as a function of

target bit rate B0 for Apow,int.

Theorem 2. Consider the problem Arate,int with power

constraint P0 and symbol error rate constraint ǫ. Suppose

the maximized rate is B∗ and (F∗, {b∗k}) is the solution that

achieves B∗ with the smallest transmit power P ∗ among all

possible solutions. Given target rate B0 = B∗ and error

rate constraint ǫ for the problem Apow,int, (F∗, {b∗k}) also

minimizes the transmit power and the minimal power is P ∗.

Proof: As (F∗, {b∗k}) is optimal for Arate,int, the maximized

rate is B∗ =
∑M−1

k=0
b∗k. The transmit power is P ∗ ≤ P0, and

all the error rates satisfy ǫ∗k ≤ ǫ. Consider the power mini-

mizing problem Apow,int with target bit rate B0 = B∗ and

the same error rate constraint ǫ. Suppose (F̃, {b̃k}) is opti-

mal for Apow,int and the minimized power is P̃ . The bit rate
∑M−1

k=0
b̃k is equal to the target bit rate B∗. Since we already

know (F∗, {b∗k}) can achieve bit rate B∗ with transmit power

P ∗, the minimal power P̃ must be smaller than or equal to

P ∗, i.e., P̃ ≤ P ∗. If P̃ is equal to P ∗, we get the desired

result that (F∗, {b∗k}) is an optimal solution for Apow,int. As-

sume P̃ is smaller, i.e., P̃ < P ∗. This means (F̃, {b̃k}) can

achieve bit rate B∗ with a smaller power P̃ . It contradicts

the assumption that (F∗, {b∗k}) is the optimal solution for the

problem Arate,int that has the smallest transmit power. Hence
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we have P̃ = P ∗ and the solution (F∗, {b∗k}) is optimal for

Apow,int. △△△
Theorem 1 shows that the optimal solution obtained for

the power-minimizing problem is also an optimal solution for

the rate-maximizing problem. Theorem 2 shows that the solu-

tion with the smallest transmit power for the rate-maximizing

problem is also optimal for the power-minimizing problem.

In this paper, the duality is derived when the subchannel sym-

bol error rate is constrained. Discussion on the case when the

averaged bit error rate is constrained can be found in [17].

4. OPTIMAL SOLUTION FOR Arate,int

For the MIMO transceiver designs without integer constraint

on bit allocation, the optimal solutions that minimize the

transmit power are proposed in [8, 9, 12] and bit rate max-

imization systems are developed in [10, 11]. For the power

minimization problem with integer bit allocation, the solu-

tion has been found in [12]. There is no solution yet for

the rate maximization problem with integer bit allocation.

For Arate,int with power constraint P0, if the maximal rate

B∗
int(P0) is known, we can solve it using the solution of

Apow,int based on Theorem 1. We can find B∗
int(P0) using

an iterative search. For example, starting from B0 = 1 we

compute P ∗
int(B0). If P ∗

int(B0) ≤ P0, we increase B0 by

one and compute P ∗
int(B0) again until P ∗

int(B0) > P0. Then

B∗
int(P0) = B0 − 1. To reduce the number of iterations we

note that B∗
int(P0) ≤ B∗(P0), where B∗(P0) is the maximal

bit rate of the rate maximization problem without integer con-

straint on bit constraint. As a result, B∗
int(P0) ≤ ⌊B∗(P0)⌋,

where the notation ⌊x⌋ denotes the largest integer that is less

than or equal to x. Using this property and Theorem 1 we

have the following algorithm.

Algorithm for finding the solution of Arate,int:

1. Initially, given the power constraint P0, compute the max-

imal bit rate B∗(P0). Then set B0 = ⌊B∗(P0)⌋.

2. Given the target bit rate B0, find the optimal bit allocation

and transceiver for minimizing transmit power in Apow,int.

Compute the minimal power P ∗
int(B0).

3. If P ∗
int(B0) > P0, set B0 = B0 − 1 and go to step 2. If

P ∗
int(B0) ≤ P0, then the maximal bit rate B∗

int(P0) = B0.

In this algorithm, the number of iterations is equal to

⌊B∗(P0)⌋ − B∗
int(P0). This number is in fact less than M

as we explain below. Suppose ⌊B∗(P0)⌋ − B∗
int(P0) ≥ M .

Let {b∗k} be the optimal real-valued bit allocation for the

rate maximizing problem without integer constraint, i.e.,

B∗(P0) =
∑M−1

k=0
b∗k. Then {⌊b∗k⌋} is also a valid integer

bit allocation that satisfies the error rate constraint. Since

{b∗k} is real, we have ⌊B∗(P0)⌋ −
∑M−1

k=0
⌊b∗k⌋ ≤ B∗(P0) −

∑M−1

k=0
⌊b∗k⌋ < M . This implies

∑M−1

k=0
⌊b∗k⌋ > B∗

int(P0),
which contradicts the definition of B∗

int(P0). Therefore we

have ⌊B∗(P0)⌋ − B∗
int(P0) < M .

5. SIMULATION

In the simulations, we will compute the optimal solution for

Arate,int using the proposed algorithm Section 4. The num-

ber of subchannels M is 4. The noise vector q is assumed

to be complex white Gaussian with E[qq†] = I4. The sym-

bol error rate constraint ǫ is assumed to be 10−4. The chan-

nel is of size 4 × 4 and the elements are complex Gaussian

random variables. The results are averaged over 106 channel

realizations. In Table 1, we compute the maximal bit rate of

Arate,int. For comparison, we also show the maximal bit rate

B∗(P0) of the case without integer constraint. The gap is less

than 0.15 bits per symbol.

P0 (dB) B∗(P0) (bits) B∗
int(P0) (bits)

2 2.0305 1.4572

4 2.7096 2.1557

6 3.5429 2.9865

8 4.5391 3.9700

10 5.7103 5.1333

12 7.0629 6.4794

Table 1. Bit rate of Arate,int and the case without integer

constraint on bit allocation when the power constraint is P0 =
2, 4, 6, 8, 10, 12, 14, 16 dB.

6. CONCLUSION

In this paper, two commonly used transceiver design criteria

were considered: power minimization criterion and bit rate

maximization criterion. Both problems are considered with

an integer constraint on the bit allocation. The duality be-

tween these two problems was derived. Using the duality,

the optimal solution of the rate maximization problem can

be found. In the simulation, we have computed the optimal

solution for the rate maximization problem with integer bit

constraint using the proposed algorithm.

Appendix

Lemma 1. For the MIMO transceiver in Fig. 1, suppose the

channel matrix H is given and the transmitter of the system

is replaced by FD, where F is an N × M matrix and D is a

diagonal matrix. The diagonal elements of D are given by

[D]ll =

{

1, l 6= k0;

µ, l = k0,
(13)

for some k0, where µ is a positive real number. Then for

l 6= k0, the error variances σ2
el

are increasing and continu-

ous functions of µ. For l = k0 the error variances σ2
ek0

is a

decreasing and continuous function of µ.

Proof: Given the channel matrix H and the transmitter FD,

the MSE matrix becomes Ẽ = (N−1

0 DF†H†HFD+IM )−1.
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The noise variance σ̃2
el

is given by σ̃2
el

= [D−1(N−1
0 F†H†HF+

D−2)−1D−1]ll. The derivative of σ̃2
el

with respect to µ is

∂σ̃2
el

/∂µ = ∂[Ẽ]ll/∂µ. Define B = (N−1

0 F†H†HF +

D−2)−1. For l 6= k0, we have ∂[Ẽ]ll/∂µ = [∂B/∂µ]ll . The

derivative of B with respect to µ is

∂B

∂µ
= −B

∂B−1

∂µ
B† (14)

= 2µ−3bk0
b
†
k0

, (15)

where bk0
is the k0-th column of B. Then for l 6= k0 we have

∂σ̃2
el

/∂µ =
[

2µ−3bk0
b
†
k0

]

ll
= 2µ−3|[B]lk0

|2 ≥ 0. Thus we

conclude that σ̃2
el

is an increasing function of µ for l 6= k0.

For l = k0, we have

∂σ̃2
ek0

∂µ
=

[

∂(D−1BD−1)

∂µ

]

k0k0

=

[

∂(µ−2B)

∂µ

]

k0k0

. (16)

Using chain rule and the relation σ̃2
ek0

= µ−2[B]k0k0
, we can

obtain

∂σ̃2
ek0

∂µ
= −2µ−3[B]k0k0

+ 2µ−5[B]2k0k0
(17)

= −2µ−1σ̃2
ek0

(−1 + σ̃2
ek0

). (18)

Since Ẽ−1 − IM ≥ 0, we know IM − Ẽ ≥ 0. Then we

have σ̃2
ek0

≤ 1 and thus ∂σ̃2
ek0

/∂µ ≤ 0. As a result, we can

conclude that σ̃2
ek0

is a decreasing function of µ. △△△
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